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Abstract

Recent work has shown that depth image based 3D posture estimation hardware such as Kinect has made interactive applications more popular. However, it is still challenging to accurately recognize postures from a single depth camera due to the inherently noisy data derived from depth images and self-occluding action performed by the user. While previous research has shown that data-driven methods can be used to reconstruct the correct postures, they usually require a large posture database, which greatly limit the usability for systems with constrained hardware such as game console. To solve this problem, we present a new probabilistic framework to enhance the accuracy of the postures live captured by Kinect. We adopt the Gaussian Process model as a prior to leverage position data obtained from Kinect and marker-based motion capture system. We also incorporate a temporal consistency term into the optimization framework to constrain the velocity variations between successive frames. To ensure that the reconstructed posture resembles the observed input data from Kinect when its tracking result is good, we embed joint reliability into the optimization framework. Experimental results demonstrate that our system can generate high quality postures even under severe self-occlusion situations, which is beneficial for real-time posture based applications such as motion-based gaming and sport training.
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1 Introduction

Human posture recognition is a core part of interactive applications. Traditional interaction systems such as dance training application are based on motion capture technology, where the user’s movements are captured by an optical motion capture system [Chan et al. 2011]. While these applications can evaluate user performance by accurately capturing user’s motions, they are not convenient since the user has to wear a tight suit with reflective markers on it. Moreover, these devices are relatively expensive and not affordable for home use.

Portable devices such as the Microsoft Kinect [Microsoft 2013] serves as an alternative to capture the human movements for interactive applications. Kinect is a controller-free hardware that infers 3D positions of human body joints from a single depth image with the help of a data driven machine learning algorithm [Shotton et al. 2011]. For example, [Morgan et al. 2014] proposed a tool based on Kinect to accelerate the implementation of natural user interface in virtual reality. It is convenient and intuitive to use Kinect for gesture based applications such as interactive virtual reality games. While Kinect can robustly track the 3D posture of the user, the captured data suffer from poor precision due to self-occlusions and insufficient information provided by Kinect sensor. Therefore, Kinect based interactive applications usually require the user to face the device so that individual body part is observable, which greatly limit the system flexibility. In addition, the user has to minimize self-occlusion postures, or Kinect would misrecognize body parts. As illustrated in Figure 1, the blue skeleton represents the tracked result by Kinect SDK [Microsoft 2013]. We can see the tracked arms are twisted when there are some self-occlusions. Therefore, it is essential to develop an effective posture reconstruction method with Kinect for interactive applications.

![Figure 1: Example of an inaccurately tracked pose from Kinect. The blue skeleton is the tracked result by Kinect.](image)

The occlusion problem and incompleteness of the tracked joints remain challenging despite the posture reconstruction research proposed in the past years. Generating poses from low dimensional signals is a potential solution for posture reconstruction [Chai and Hodgins 2005; Liu et al. 2011]. However, these methods assume the low dimensional signal to be stable and accurate, while joints tracked by Kinect are not. Hence, applying them to reconstruct Kinect postures will create unsatisfying results. Shum et al. [Shum et al. 2013] applies reliability measurement to improve the posture reconstruction process, but it still needs a large database. The result will degrade significantly if no similar posture is found.

In this paper, we propose a probabilistic model based on Gaussian Process (GP) to reconstruct postures captured from Kinect. Unlike previous systems that require a large marker-based motion database, GP based model can be robustly trained from small training sets. Moreover, the parameters of the
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kernel function can be optimized without relying on experimental cross validation [Rasmussen and Williams 2005]. The proposed model consists of three terms to constrain the solution space so that the reconstructed posture is accurate while maintaining the originality of the input posture from Kinect. We adopt Gaussian Process model as a spatial prior distribution to guide the optimized posture towards marker-based motion capture data, which implicitly ensures the reconstructed posture to be accurate due to the high accuracy of marker-based motion capture data. Furthermore, since reconstructing each posture independently cannot ensure the temporal smoothness of the pose sequence, we introduce a temporal consistency term to constrain the velocity variations between successive frames. Inspired by [Shum et al. 2013], we embed the reliability of each joint into the optimization framework to make sure the reconstructed posture resembles the observed input data from Kinect when the tracking result is good. The experimental results demonstrate that the proposed approach is effective to reconstruct a number of motions containing self-occlusions. For example, as illustrated in Figure 4(a), our method is able to handle postures of bending over with a number of joints occluded.

The major contributions of this paper are summarized as follows:

1. We propose a new unified framework for posture reconstruction using Kinect. The system optimizes a posture live captured by Kinect, which maintains the correctness of the posture while preserving temporal smoothness between frames. The proposed system can handle movements even when a number of joints are occluded.

2. We propose three terms to constrain the solution space. The spatial prediction term encourages the optimized posture as closely as marker-based motion capture data based on a Gaussian Process prediction model. The temporal prediction term ensures the temporal consistency between consecutive frames. Furthermore, The reliability term guides the optimized posture towards the Kinect posture, which preserves the property of the input pose from Kinect.

The rest of the paper is organized as below. We first review the related works of posture reconstruction in Section 2. Section 3 explains the procedure of data acquisition and preprocessing. In section 4, we elaborate the terms of the objective function for posture reconstruction, namely spatial prediction term, temporal prediction term and reliability term. Experimental analysis and evaluation are conducted in Section 5. Finally, in Section 6, we conclude the paper, as well as discuss the limitations and future research directions.

2 Related Work

With the advancement in real-time depth camera such as Kinect sensor, human motion recognition and pose estimation has become a popular research topic in recent years. Kinect sensor consists of 3D depth sensors and combined with a RGB camera, which records depth data and video data. It is based on motion recognition technology proposed by [Shotton et al. 2011], where they use per-pixel classification method to quickly predict 3D joint positions from a single depth image. A number of research domains have emerged based on Kinect, such as human-machine interaction [Tashev 2013], natural user interfaces [Morgan et al. 2014], and 3D reconstruction [Izadi et al. 2011] etc. A recent review on human activity analysis with Kinect can be found in [Han et al. 2013]. Bailey and Bodenheimer [Bailey and Bodenheimer 2012] investigated the perceived differences in the quality of animation generated using motion capture data and a Kinect sensor, which clearly showed that the data recorded from Kinect is with lower quality compared with motion capture data by a Vicon motion capture system. Hence, it is essential to develop an effective posture reconstruction method to obtain high quality postures from Kinect.

In this section, we briefly review the related works about posture reconstruction.

2.1 Tracking based Posture Reconstruction

Human motion tracking can be considered as one way for posture reconstruction. Tracking based approaches usually require registering a 3D articulated model with depth information. [Wei et al. 2012] formulated the registration problem into a Maximum A Posteriori (MAP) framework to register a 3D articulated human body model with monocular depth via linear system solvers. They integrate depth data, silhouette information, full body geometry and temporal pose prior into a unified framework. To tackle with the problem of manual initialization and failure recovery, they combined 3D pose tracking with 3D pose detection. Although the proposed algorithm is parallel and can be implemented on GPU to accelerate the speed, it requires the calibration procedure to process skeleton of different sizes. On the contrary, our system is invariant to the location and the skeleton size of the user.

[Yasin et al. 2013] introduced a model based framework for full body reconstruction from 2D video data using motion capture database as the prior knowledge. Two dimensional features were extracted from both the input video sequence and motion capture database. Based on the obtained features, postures were reconstructed in an optimization framework, in which similar motion capture postures were retrieved through nearest neighbor searching. However, the accuracy is not robust because the 2D features projected from 3D motion induces posture ambiguity. [Iason Oikonomidis and Argyros 2011] proposed a model-based 3D tracking of hand articulations using Kinect to minimize the discrepancy between a hand model and actual hand observations. Although it is possible to solve the optimization procedure using a variant of Particle Swarm Optimization (PSO), the method lacks the ability of generalization since the system relies on a predefined hand model.

To enhance the physical validation of the reconstructed motions, dynamical models are used to constrain the solution space. [Taylor et al. 2010] introduced a probabilistic latent variable model called the Implicit Mixture of Conditional Restricted Boltzmann Machines for human pose tracking. [Vondrak et al. 2013] proposed to use a simulation-based dynamical motion prior for human motion tracking. However, these dynamic based approaches are computational costly and hence not applicable for Kinect based interactive applications.

2.2 Posture Reconstruction from Low Dimensional Signals

The full body postures can be represented by a set of low dimensional signals [Chai and Hodgins 2005]. Some research work has been proposed to reconstruct a posture with a small set of signals. [Kim et al. 2013] reconstructed human motion from 3D motion sensors on a performer using kernel CCA-based regression. Given the input data from sparse motion sensors, they retrieve similar poses from the motion capture database and transform the low dimensional signal into the pose space using an online local model. [Chai and Hodgins 2005] employed a small set of retro-reflective markers to create a performance control system, where the set of markers are used to find the best matched motion data for reconstruction. In their system, the low dimensional control signals from the user’s performance were supplemented by a pre-recorded human motion database. At run time, the system automatically
learned some local models from the retrieved motion capture data that were close to the marker locations recorded by the camera. Their system only needs video cameras and a small set of markers, which makes it low cost and practical for home use. However, a user cannot move freely in the space as most of the markers needed to be seen by at least one camera.

[Liu et al. 2011] used a small number of motion sensors to control a full-body human character. They construct online local dynamic models from prerecorded motion capture database and use them to construct full-body human motion in a maximum a posteriori framework, in which the system tried to find the most similar poses from database for reconstruction. [Helten et al. 2013] adaptively fused inertial and depth information in a hybrid framework for pose estimation. Although these methods can be used to reconstruct postures from low dimensional signals, there is one assumption that these low dimensional signals are reliable and stable. It is not applicable to Kinect data as poses from Kinect are not stable and consistent.

2.3 Data-Driven Posture Reconstruction

Kinect is a RGB-D sensor, which provides more information than monocular camera. [Sigalas et al. 2013] presented a data-driven model based method for 3D torso pose estimation from RGB-D image sequence. Although their method can extract the upper body pose of users without initialization phase, they did not cope with full body pose recovery nor handle the occlusion problem. [Shum and Ho 2012; Shum et al. 2013] proposed a unified framework to control physically simulated characters with live captured motion from Kinect by searching similar poses from marker-based motion database. They constructed posture space based on the retrieved similar postures. The postures were reconstructed with the posture space in an optimization framework. [Baak et al. 2011] introduced a data driven approach for full body reconstruction from a depth camera. They proposed an efficient algorithm for extracting pose features from the depth data. However, for the fast movements, the proposed system required all five extremities to be visible. [Shen et al. 2012] introduced an exemplar-based method to correct the poses from Kinect using marker-based motion data. Data-driven methods need to construct a large motion capture database as a prior knowledge. The reconstruction results highly depend on the retrieval results.

In this paper, we use Gaussian Process (GP) to model the prior distribution of postures from Kinect with marker-based motion data. Our approach is effective even with small training data as GP based model can robustly learn from small training sets. Moreover, our method requires no manual intervention such as marker labeling in model based works.

3 Data Acquisition and Preprocessing

For brevity, in this paper we will use MOCAP to represent human motion data captured by an optical motion capture system. The postures obtained from Kinect are noisy and incomplete, whereas MOCAP is accurate and stable. Hence, we can use MOCAP to recover postures from Kinect.

In this paper, we model the relationship between Kinect data and MOCAP with Gaussian Process. Specifically, we capture motions with Kinect and optical motion capture system at the same time to identify the correspondence between them. The setup of this capturing procedure is shown in Figure 2. The pose of Kinect at time t is denoted as \( X_t = (x_1^t, x_2^t, ..., x_i^t), x_i^t \in R^3 \), where \( x_i^t \) represents the 3D joint position of joint \( i \) over time \( t \). There are 20 joints based on the skeleton definition of Kinect, i.e. \( i = 20 \). The corresponding MOCAP of \( X_t \) is denoted as \( M_t = (m_1^t, m_2^t, ..., m_i^t), m_i^t \in R^3 \). To enhance the robustness of the spatial prediction model (Section 4.1) and to make the system invariant to different subjects, we normalize the postures for prediction. Specifically, the prediction model should output the same results given the same posture performed by different subjects when they are facing different directions. Here, we use the normalized data of \( X_t \) as the input of the predictor, that is \( \hat{X}_t = F(X_t), \) where \( F(\cdot) \) represents the posture normalization procedure and retargeting of the user’s skeleton into a fixed skeleton size. The posture normalization procedure consists of two steps: removing the rotation along the vertical axis and the global 3-D translation. The retargeting procedure ensures the system to be invariant to the skeleton size of the user. We follow [Shum et al. 2013] to conduct the normalization and retargeting as it is simple yet effective.

4 Posture Reconstruction

To ensure that the reconstructed posture is accurate and resembles the input data from Kinect, we formulate the posture reconstruction as an optimization problem by minimizing an energy function. The energy function consists of a set of three energy terms to constrain the solution space, which are spatial prediction term, temporal prediction term, and reliability constraint. In the following, we will elaborate the definition and purpose of each term.

4.1 Spatial Prediction

Assuming that the MOCAP posture \( M_t \) is the corrected pose of the Kinect posture \( X_t \), we design a spatial prediction term to evaluate how well the reconstructed posture fits with the MOCAP data, which implicitly favors solutions that are more similar to the correct posture.

Due to self-occlusions, there will be residual offset between \( X_t \) and \( M_t \), which is calculated by \( Y_t = M_t - X_t \), where \( Y_t = (y_1^t, y_2^t, ..., y_i^t), y_i^t \in R^3 \). During run-time, the objective is to predict the residual offset \( Y_t \) so that we can obtain the reconstructed pose \( M_t \) by appending \( Y_t \) to \( X_t \). Obtaining \( Y_t \) is regarded as a prediction problem when given \( X_t \). In this paper, we adopt the non-parametric method Gaussian Process (GP) as the predictor. As
The system could explore more in the data space by predicting offset rather than the pose data directly, e.g., $M_t$. There are several publicly available implementations of Gaussian Process. In this paper, we used the library developed by Lawrence [Lawrence 2009]. To improve the performance of Gaussian Process prediction, we adopted the sparse approximation strategy proposed by Candela and Rasmussen [Quinonero Candela and Rasmussen 2005].

### 4.2 Temporal Prediction

The above spatial prediction considers each posture independently. To ensure the temporal smoothness between consecutive frames, the relationship between frames is modeled as a second order temporal model, which has been verified to be effective to preserve temporal smoothness [Sidenbladh and Black 2001]. Specifically, we adopt a constant velocity variation to smooth velocity, which is formulated as below:

$$E_T = \ln p(M_t | M_{t-1}, M_{t-2})$$  

$M_t, M_{t-1},$ and $M_{t-2}$ are the reconstructed postures at time slices $t, t-1,$ and $t-2$. We have the following relationship between the reconstructed posture, input posture and the residual offset:

$$M_t = Y_t + X_t$$  

Therefore, we can rewrite Equation 3 as:

$$E_T = \ln p(Y_t + X_t | M_{t-1}, M_{t-2})$$

$$= ||(M_t - M_{t-1}) - (M_{t-1} - M_{t-2})||^2$$

$$= ||M_t - 2M_{t-1} + M_{t-2}||^2$$

$$= ||Y_t - (-X_t + 2M_{t-1} - M_{t-2})||^2$$

which facilitates the continuity in the reconstructed motions.

### 4.3 Reliability Embedding

The accuracy of each tracked joint is different depending on the degree of occlusion. These incorrectly tracked joints from Kinect will incorrectly guide the system to infer the joint positions. The residual offset of these correctly tracked joints should be smaller as they are closer to the corrected posture, namely $M_t$. Thus, it is essential to consider the reliability of each joint to constrain the residual offsets of these joints with higher confidence during the prediction of $Y_t$. We use a reliability term $E_R$ to penalize the residual offset of each joint based on its reliability, which implicitly ensures that the reconstructed pose resembles the input pose from Kinect as much as possible. More specifically, the residual offset value $y_i^t$ of joint $i$ should be smaller if the corresponding joint is with higher reliability.

We adopt the strategy proposed by [Shum et al. 2013] to evaluate the reliability of the tracked joints from Kinect. They evaluate the reliability in three aspects: behavior reliability, kinematics reliability, and tracking state reliability. The behavior reliability refers to abnormal behavior of a tracked joint, which is calculated by the cosine similarity between two consecutive displacement vectors of one joint. The kinematics reliability represents the kinematic correctness of the tracked joints, which measures the change of bone length that connected with that joint. The tracking state reliability tells if a joint is tracked, inferred or not tracked when it is completely occluded. More details about the calculation of the reliability of each joint can be found in [Shum et al. 2013]. As a result, the reliability rate of each joint is a value between 0.0 and 1.0 (inclusive). We embed the reliability of each joint into the optimization framework and come up with the following reliability term:

$$E_R = ||RY_t||^2_F$$
4.4 Energy Minimization Function

Equipped with the terms defined in the above sections, the posture reconstruction problem is formulated as the following optimization function:

\[
E = \arg \min_{\gamma_t} \{ w_s E_s + w_T E_T + w_R E_R \} \quad (7)
\]

where \( w_s, w_T, \) and \( w_R \) are the weights of the energy terms. In our implementation, they are empirically set to be 0.6, 0.2, and 0.2, respectively. Our posture reconstruction system is a frame-based framework. The initial posture for optimization at each frame is defined as previous reconstructed posture, which makes the system has more chance to find the optimized posture. The optimization procedure stops when an optimal solution is found or the number of iterations reaches a predefined threshold.

There are some principles to tune the values of the weights. The weight of the spatial prediction term should be set the largest, since this term drags the reconstructed posture to the corrected pose as closely as possible. Second, the temporal prediction term ensures the temporal stability of the pose sequences. The details of the movements will be smoothed out as the term is based on a second order temporal prediction, which explicitly constrains the speed variation between consecutive frames. The reliability term makes sure the reconstructed posture is as similar as the Kinect posture, since the primary purpose of the system is to reconstruct Kinect postures. We will evaluate how these terms affect the accuracy of the system in Section 5.4.

As a summary of the proposed framework for posture reconstruction, at offline stage, we learn a spatial prediction model using Gaussian Process with pairwise Kinect data and marker-based motion capture data. It ensures the reconstructed posture as accurate as MOCAP data. At online stage, the system obtains an optimized posture with live captured data from Kinect, which ensures the reconstructed posture resembles the input pose from Kinect while maintaining the temporal smoothness between previous frames. Although we use pose data from Kinect, the overall framework is applicable to other system with different design of equations.

5 Experimental Results

In this section, we will show the experimental results and present the comparisons between alternative approaches such as the postures estimated by Kinect SDK [Microsoft 2013] and the work proposed by [Shen et al. 2012]. We first show results of posture reconstruction by our approach, where the postures are with severe self-occlusions. Qualitative and quantitative analysis are conducted to evaluate the accuracy between the proposed method and other alternatives.

The experimental results were conducted on a desktop computer with Intel Core 2 Duo 3.17 GHZ processor. The input data of our system are the postures estimated from Kinect. We obtain the 3D position of each joint through the latest official SDK (i.e. v1.8) provided by Microsoft [Microsoft 2013]. An optical motion capture system with 7 cameras was used to capture MOCAP data in our own laboratory. The infrared emitters from the optical motion capture system will interfere with the Kinect. Here, we consider the Kinect device as one additional reflective marker of the optical motion capture system to eliminate the interference between Kinect and the optical motion capture system. The setup environment of Kinect and optical motion capture system is shown in Figure 2. On average, the system can reconstruct postures at 22 frame per second which is enough for realtime interactive applications.

5.1 Posture Reconstruction

The proposed approach works for users with different body sizes and proportions, because we use the normalized postures from Kinect as the input of the prediction model, where the rotation along the vertical axis and global 3D translation of each posture has been removed. We evaluate our system on a wide range of human motions, including sports activity such as Tai Chi, bending, golf swinging, and daily actions such as crossing arms, waving right hand, clapping hands, rolling hands up and down, rolling hands forward and backward. The details of the motion database used in our method and [Shen et al. 2012] are reported in Table 1, which shows that our system can use around 75% less data in the database.

<table>
<thead>
<tr>
<th>Motions</th>
<th>Our method</th>
<th>Shen et al. 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tai Chi</td>
<td>650</td>
<td>2320</td>
</tr>
<tr>
<td>Bending</td>
<td>320</td>
<td>1580</td>
</tr>
<tr>
<td>Golf Swinging</td>
<td>460</td>
<td>1765</td>
</tr>
<tr>
<td>Crossing Arms</td>
<td>380</td>
<td>1685</td>
</tr>
<tr>
<td>Waving Right Hand</td>
<td>350</td>
<td>1630</td>
</tr>
<tr>
<td>Clapping Hands</td>
<td>420</td>
<td>1720</td>
</tr>
<tr>
<td>Rolling Hand Up and Down</td>
<td>480</td>
<td>1840</td>
</tr>
<tr>
<td>Rolling Hand Forward and Backward</td>
<td>475</td>
<td>2050</td>
</tr>
<tr>
<td>Bending Leg</td>
<td>385</td>
<td>1900</td>
</tr>
</tbody>
</table>

We choose these motions because all these motions contain severe self-occlusions, which are not well tracked by the Kinect system. However, the proposed method can well reconstruct these inaccurate poses even if a number of joints cannot be tracked by the Kinect sensor. For example, for the crossing hands motion, the joints of the body are occluded by the hands and the joints of the hands are occluded by each other. For a bending motion, the upper body joints are occluded by the arms. Figure 4 showed several frames of our results, the right avatar in front represents the postures reconstructed by our method and the left avatar in front corresponds to the estimated posture by Kinect SDK [Microsoft 2013]. The top two pictures are the RGB image and depth image respectively. We can observe that certain parts of the postures from Kinect SDK are twisted when there exist occlusions whereas our method can reconstruct the postures very well. The readers are referred to the accompanying video for better visualization of the posture reconstruction results.

5.2 Qualitative Analysis

In this section, we evaluate the perceptual accuracy of the postures reconstructed by our method, postures from Kinect, postures by the method proposed by [Shen et al. 2012] and postures captured by an optical motion capture system. We use the Kinect SDK to obtain the 3D position of each joint as the Kinect data. [Shen et al. 2012] proposed to correct postures from Kinect with a random forest regression based approach without considering the reliability of each tracked joint from Kinect. The skeleton structure in the optical motion capture system and Kinect are different, and we need to carefully select these joints so that they are with the same skeleton structure definition. In this paper, we use the skeleton definition of Kinect as a reference skeleton structure. We measure the perceptual
A total of 15 participants were invited to conduct this experiment. All of them had little or no experience about motion capture and 3D animation. The purpose of this experiment is to assess the relative correctness of the obtained postures from these four methods. We create a set of posture sequences with these four methods together with the RGB video so that the participants know what the actual actions are. Participants were asked to give a score for each motion based on its correctness without knowing the displayed motion come from which method. The score ranges from 1 to 10 (inclusive), where 1 means the most incorrect, and 10 means the most correct.

The score distribution for Kinect SDK [Microsoft 2013], [Shen et al. 2012], our method and MOCAP is shown in Figure 5. The overall average scores of these four methods are 5.20, 6.42, 7.51, and 9.16 respectively, and the standard deviations are 0.84, 0.73, 0.71, and 0.57. It is expected that MOCAP data achieve the best scores. However, we can observe from the results that our method greatly outperforms Kinect and [Shen et al. 2012], which verifies our approach can improve the correctness of the postures.
output from Kinect sensor. We can see that for these motions with more occlusions, our method performs much better than Kinect and [Shen et al. 2012] such as bending and rolling hands. The reason is that we embed the reliability term into our optimization framework, which implicitly ensures the system tends to recover these joints more than other joints with higher reliability.

5.3 Quantitative Analysis

In this section, we quantitatively analyze the correctness of the proposed method. We can capture the postures with both Kinect and the optical motion capture system at the same time. We assume the data from optical motion capture system is the ground truth data. To evaluate the accuracy of the reconstructed postures, we define an error function to measure the distance between reconstructed postures and ground truth postures:

\[ E(F_1, F_2) = \frac{1}{J} \sum_{j=1}^{J} E_j(F_1, F_2) \]  \hspace{1cm} (8)

where \( F_1 \) and \( F_2 \) are the two sets of postures, \( J \) is the total number of joints. \( E_j \) is the reconstruction error of joint \( j \) between two set of postures, which is defined as:

\[ E_j(F_1, F_2) = \frac{1}{T} \sum_{t=1}^{T} D(F_{1j}^t, F_{2j}^t) \]  \hspace{1cm} (9)

where \( T \) is the total number of postures and \( F_{1j}^t \) is the \( j \)-th joint of the posture at time \( t \) from \( F_1 \). \( D \) is the Euclidean distance between two joints of two postures:

\[ D(P_1^t, P_2^t) = \sqrt{(z_1^t - z_2^t)^2 + (y_1^t - y_2^t)^2 + (x_1^t - x_2^t)^2} \]  \hspace{1cm} (10)

With the error function defined in Equation 8, we compare the Kinect raw data, postures reconstructed by [Shen et al. 2012], and postures reconstructed by our method with MOCAP data (unit: cm). Here we choose 5 types of motion for evaluation: clapping hands, crossing arms, bending, Tai Chi, and waving right hand. The results are shown in Table 2.

Table 2: Reconstruction errors of Kinect, Shen et al. and the proposed method.

<table>
<thead>
<tr>
<th>Name</th>
<th>Number of Frames</th>
<th>Kinect (cm)</th>
<th>Shen et al. (cm)</th>
<th>Proposed Method (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossing Arms</td>
<td>2025</td>
<td>12.5</td>
<td>9.8</td>
<td>7.2</td>
</tr>
<tr>
<td>Bending</td>
<td>1838</td>
<td>13.7</td>
<td>9.3</td>
<td>8.4</td>
</tr>
<tr>
<td>Tai Chi</td>
<td>5885</td>
<td>14.5</td>
<td>10.2</td>
<td>7.5</td>
</tr>
<tr>
<td>Waving Right Hand</td>
<td>1508</td>
<td>12.5</td>
<td>8.8</td>
<td>6.5</td>
</tr>
</tbody>
</table>

As expected, the errors from Kinect were large in general. Our method outperforms [Shen et al. 2012] as we take into account the reliability of each joint as the inaccurately tracked joint will guide the system to incorrectly infer the postures. For all classes of motions, our method consistently outperforms the other two, which verify the effectiveness of the proposed method in terms of reconstruction accuracy.

To better observe the relationship between reconstruction error and reconstructed postures. We use the error function defined in Equation 10 for each joint and plot the reconstruction error across frames. Figure 6 shows the joint errors of two example motions. We can observe that both [Shen et al. 2012] and our method can achieve lower reconstruction errors compared with Kinect SDK. Another observation is that the trend of the error curves of [Shen et al. 2012] and our work tend to be similar, because both of these two works tried to reconstruct postures output from Kinect.

5.4 Performance Analysis

In this section, we analyze the reconstruction accuracy by examining the effectiveness of different terms in the objective function of Equation 7, respectively. The temporal prior term \( E_T \) ensures the temporal consistency between successive frames, which ensures the temporal smoothness between frames. The reliability term \( E_R \) encodes the reliability of each joint, which implicitly ensures the reconstructed posture resembles the Kinect observation as closely as possible. We computed the reconstruction error by dropping off the temporal term \( E_T \) and the reliability term respectively. We used Tai Chi motion, bending over and crossing arms for evaluation because of their complicated movement features. The results are reported in Table 3. We found that both the temporal prior term and the reliability term improve the reconstruction accuracy, especially for the movements with severe self-occlusions. Although setup (c) achieves better results than setup(b), the obtained movements are jerky, because setup (c) predicts postures independently without considering relationship between consecutive frames.

Table 3: Reconstruction error of the proposed framework with different constraint terms.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Terms Used</th>
<th>Reconstruction Error (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>( E_S )</td>
<td>11.7</td>
</tr>
<tr>
<td>(b)</td>
<td>( E_S, E_T )</td>
<td>10.2</td>
</tr>
<tr>
<td>(c)</td>
<td>( E_S, E_R )</td>
<td>9.4</td>
</tr>
<tr>
<td>(d)</td>
<td>( E_S, E_T, E_R )</td>
<td>7.7</td>
</tr>
</tbody>
</table>

6 Conclusions and Discussions

In this paper, we present a probabilistic framework to reconstruct live captured postures from Kinect. To overcome the incorrectly tracked and missing joints by Kinect, we adopt Gaussian Process (GP) model as a spatial prior to leverage position data obtained from Kinect and an optical motion capture system. Specifically, we model the residual offset between postures obtained from Kinect and mocap system instead of pairwise posture relationship. The residual offset modeling enables the system to cover more of the motion space. GP is advantageous here, in that makes our system work even with small training data sets. We introduce a temporal consistency term into the optimization framework by minimizing the discrepancy between current posture and previous postures. The reliability of the tracked joints from Kinect is different due to self-occlusions. To guide the optimized posture towards the input posture from Kinect, we incorporate the reliability of each tracked joint to constrain the residual offset between posture from Kinect and MOCAP data. Intuitively, the system tends to preserve the joint position value from Kinect as much as possible when the reliability of this joint is high. The experimental results demonstrate that our system can achieve high quality poses even under severe self-occlusion situations and obtain higher accuracy compared with other alternatives. Especially, the system can handle cases even when the motions involve a large number of occluded joints.

There is still room to improve the proposed reconstruction system. The performance of Kinect drops significantly for movement such as extremely fast movement, large object interaction and body rotation. In such cases, the amount of correct data present is so little that our system cannot produce very good result. One future direction would be using multiple Kinects to capture postures.
from different directions. The assigned weights for the terms in the objective function are empirically set to be fixed in the proposed system. However, the weights can be different for different types of motion to obtain optimal reconstructed postures. One possible solution would be to formulate the weight as a function of the residual offset, which is used to measure the importance of each term. Therefore, the weights can be adaptively determined according to the type of motion. The incorporation of physical constraints into the proposed framework is another interesting direction as the reconstructed postures in this work are not physically plausible. One possible way would be modeling the physical attributes (i.e., force field) between the Kinect data and mocap data as a prior distribution, and embed it to the optimization framework to generate physically valid postures. Last but not least, integrating our system with other simple yet stable devices such as motion sensor would be an interesting topic, because Kinect can only detect limited range of movements while motion sensor can be used as a complement, e.g., the user’s back side.
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