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Abstract—Early prediction of cerebral palsy is essential as
it leads to early treatment and monitoring. Deep learning has
shown promising results in biomedical engineering thanks to
its capacity of modelling complicated data with its non-linear
architecture. However, due to their complex structure, deep
learning models are generally not interpretable by humans,
making it difficult for clinicians to rely on the findings. In this
paper, we propose a channel attention module for deep learning
models to predict cerebral palsy from infants’ body movements,
which highlights the key features (i.e. body joints) the model
identifies as important, thereby indicating why certain diagnostic
results are found. To highlight the capacity of the deep network in
modelling input features, we utilize raw joint positions instead of
hand-crafted features. We validate our system with a real-world
infant movement dataset. Our proposed channel attention module
enables the visualization of the vital joints to this disease that
the network considers. Our system achieves 91.67% accuracy,
suppressing other state-of-the-art deep learning methods.

Index Terms—Cerebral palsy, deep learning, artificial neural
network, channel attention

I. INTRODUCTION

Cerebral palsy (CP) is one of the most common childhood
neurodevelopmental disorders in the United States [1]. It
affects people’s movements, and has an impact on growth
progression and life quality. It is estimated that between 3
to 10 out of 1,000 children develop some form of cerebral
palsy depending on gestational age at birth [2]. Therefore,
early diagnosis is essential as it leads to taking the treatment as
early as possible for preventing bigger health issues. However,
a definitive diagnosis can be challenging for clinicians as years
of practical experience and training is required.

Early diagnosis of CP has been investigated by the diag-
nostic tool General Movements Assessment (GMA), however,
significant time and resource investment is needed to train an
assessor. Automated GMA has been studied in some works.
Stahl et al. [3] applied optical flow and statistical pattern
recognition on early video recordings of infants’ spontaneous
movements for later CP prediction. Wu et al. [4] extracted
the infant body 2D key points from RGB images. From the
depth information in RGB-D videos, they obtained the 3D
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movements of infants in the supine position, and extracted the
limb angle features for infant CP prediction.

Machine learning and deep learning-based automated sys-
tems for CP diagnosis have been proposed. McCay et al. [5]
proposed the histograms of joint orientation 2D (HOJO2D)
and joint displacement 2D (HOJD2D) features, for CP predic-
tion by using machine learning methods such as K-nearest
neighbors (KNN) and linear discriminant analysis (LDA).
They further proposed five deep learning models [6] to demon-
strate the prospect of using deep learning in disease prediction.
As manually crafted features require considerable domain
expertise and may not be transferable to another domain, we
opt for raw features, i.e. the joint positions, and demonstrate
the same level of accuracy with our model.

Although deep learning systems achieved impressive perfor-
mance in disease diagnosis, it is hard for humans to understand
how the decisions are made due to their black-box nature [7].
A medical diagnostic system needs to be interpretable that
allowing physicians and regulators to have the confidence on
the diagnostic result.

To this end, we propose a channel attention module that
tells what features have been considered important in our deep
learning model during predictions. Attention mechanisms [8]
have been widely used in deep learning for feature modelling,
but there are limited researches on using them as an interface
for interpreting deep neural networks. We implement our
attention module with the squeeze-and-excitation framework
[8], which allows a single attention value to be learned for each
channel. We propose a novel design to represent each joint as
a channel, such that the attention value can be interpreted by
humans.

We validate our system with an infant movement dataset
[9] targeting for CP prediction. We show that the inclusion of
our module not only allows users to interpret the network at
a feature level, but also achieves state-of-the-art performance
comparing to existing deep learning methods that use hand-
crafted features, demonstrating a reliable framework to analyze
and predict CP on infants. Our source code can be downloaded
at bit.ly/InterpretableDLforCP.

II. METHODOLOGY

The overview of our proposed framework is illustrated
in Fig. 1. First, the input of the network is a temporal
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Fig. 1. The overview of our proposed framework.

sequence of joint positions represented as a tensor (i.e. a multi-
dimensional matrix). It is then fed into an attention module
including Squeeze and Excitation blocks, and the importance
of each joint is represented by its respective channel attention
value. The attention value is multiplied with the input feature,
forming an attended feature tensor. Such a tensor is fed into
five 2D convolutional layers (Conv2D) to further extract the
high-level information. Finally, a fully-connected layer (FC)
and a softmax layer are applied to perform the classification.

A. The Dataset

We conduct experiments on the public dataset Moving
Infants In RGB-D (MINI-RGBD) [9], in which twelve se-
quences of real infant movements were captured. To protect the
privacy of recorded infants, such movements are represented
by synthetic infant characters generated using the Skinned
Multi-Infant Linear (SMIL) model [10]. In this research, we
use the provided 3D joint positions of the sequences as our
input.

McCay et al. [5] further annotated the dataset, and each
sequence was labeled as either normal or abnormal by an
independent expert using the GMA method. We use such
annotations as ground-truth.

To ensure that the classifier is not affected by the global
translation of the infant, we normalize the joint positions frame
by frame. This is done by translating the spine joint of each
frame to the global origin, and representing other joints as a
relative value to the spine.

B. Channel Attention

We propose an attention module based on the channel-wise
attention mechanism [8] to provide insight into the network’s
decision process. As shown in our overall framework in Fig.
1, we first propose a squeeze step that aims at compressing
the joint information, then an excitation operation is applied
to identify the importance of each joint to the network, such
that different weights are assigned to different joints.

Unlike traditional research to use channel attention for
modelling features, we model the joints dimension intuitively
as channels as a novel way for interpreting the network. On
the one hand, the joint dimension provides a more meaningful
interpretation to the users compared to the coordinate dimen-
sion. On the other hand, using a single attention value for
the whole 3D trajectory of a joint in the entire video results

in a much more compact representation, making it easier for
humans to follow and more stable to train the network. As a
result, the designed attention module helps humans understand
which joints contribute more to the diagnostic outcomes.

More specifically, the system input is represented as a
feature tensor S 2 RT�C�J , in which T is the total number of
frames, C = 3 represents the 3 dimensions of a joint position,
J is the total number of joints. In S, each feature value is
represented as S(t; c; j), where t 2 T , c 2 C and j 2 J .

In the squeeze operation, the tensor from each joint is
compressed into a representative joint descriptor using Global
Average Pooling. For a specific joint j0 2 J , its descriptor zj0

is calculated as:

zj0 =
1

T � C

TX
t=1

CX
c=1

S(t; c; j0) (1)

These descriptors form a joint-level embedding z =
[z1; : : : ; zJ ] from the whole movements. The obtained global
embedding enables the aggregation of the local joint features
which provides expressive joint-level statistics that triggers the
following excitation steps.

The excitation operation calculates the attention value that
indicates the importance of each channel (i.e. joint) by encod-
ing the correlations from the embedded output z in the squeeze
step. This is done by allocating the inner dependencies among
joints with a nonlinear gating mechanism:

Az = � (W2� (W1z)) (2)

where � is the ReLU activation, � is the sigmoid activation
function, W1 and W2 are parameters of the fully-connected
layers.

The obtained Az 2 R1�1�J from the squeeze-and-
excitation steps provides the joints attention, and each value in
Az indicates the attention weight of the corresponding joint.
The attended feature tensor S0 is obtained by multiplying Az

with the original feature tensor S.

C. The CP Prediction Network

We propose a 2D convolutional neural network to encode
the tensor S0 for CP prediction. The network consists of five
convolutional layers, one fully-connected layer and one soft-
max layer, as shown in Fig. 1. We found that having multiple
convolutional layers help to encode high-level features with


