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ABSTRACT
The advancement of automated driving technology has led to new challenges in the interaction between automated vehicles and human road users. However, there is currently no complete theory that explains how human road users interact with vehicles, and studying them in real-world settings is often unsafe and time-consuming. This study proposes a 3D Virtual Reality (VR) framework for studying how pedestrians interact with human-driven vehicles. The framework uses VR technology to collect data in a safe and cost-effective way, and deep learning methods are used to predict pedestrian trajectories. Specifically, graph neural networks have been used to model pedestrian future trajectories and the probability of crossing the road. The results of this study show that the proposed framework can be for collecting high-quality data on pedestrian-vehicle interactions in a safe and efficient manner. The data can then be used to develop new theories of human-vehicle interaction and aid the Autonomous Vehicles research.

CCS CONCEPTS
• Computer systems organization → Robotic autonomy; • Computing methodologies → Neural networks; Virtual reality.
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1 INTRODUCTION
The development of self-driving cars presents new challenges, especially in how they interact with human drivers or pedestrians. Existing models struggle to integrate the complex behavior of both parties, resulting in overly cautious AV (Autonomous Vehicle) behavior and difficulty for other road users to predict AV intentions [21]. At the same time, AVs will be sharing the road with human road users (HRUs) for the foreseeable future, which could lead to traffic issues if AVs do not understand how to interact with HRUs effectively. Unfortunately, there are currently no complete theories that explain how HRUs and AVs interact with each other. To ensure that AVs blend in smoothly with traffic, they need to model their surroundings and predict the movements of nearby traffic participants.

Pedestrian safety has always been a major concern on the roads. With the rise of AVs, it becomes even more crucial to understand pedestrian behavior to ensure their safety. As stated in [10], pedestrians are at a high risk of accidents, accounting for over 22% of all road traffic fatalities in the European Union in 2013. Moreover, the behavior of pedestrians on the road is highly variable, depending on several factors such as their age, gender, culture, and even mood. For example, children may be more prone to distraction while elderly individuals may walk more slowly and need more time to cross the road. Therefore, investigating pedestrian behavior and identifying patterns can help AVs adapt to different scenarios and minimize the risk of accidents. By analyzing pedestrian behavior, we can develop better technology that can prevent accidents and protect the most vulnerable road users.

According to research in [13], the kinematics and signalling information of autonomous vehicles (AVs) play a crucial role in influencing pedestrian behavior, particularly since there is no driver involved. Therefore, it is important to identify the specific motion cues or signals that have the most significant impact on pedestrian behavior, as this holds significant research value.

Previous research has generally agreed that the distance or time to collision (TTC) between vehicles and pedestrians is the primary kinematic cue that influences pedestrian behavior [12]. However, a recent study has shown that pedestrians use multiple sources of information from vehicle kinematics instead of relying solely on one cue. The impact of speed, distance, and TTC on pedestrian behavior...
VR has several advantages over field data collection for AD research. First of all, safety is ensured thanks to the fact that traffic participants interact within a virtual environment. Collision and near-collision scenarios no longer constitute a problem for VRUs. The environment is entirely controllable, which can be useful for studying specific scenarios or testing different hypotheses. Besides, VR is a more cost-effective way to collect data because it does not require the use of real vehicles and expensive sensors.

A systematic review on VR Studies on AV-Pedestrian Interactions can be found in [26]. Studies [2, 3] have focused on pedestrian gap acceptance behaviour and have shown that no statistically significant differences are present between the virtual and the real environments in pedestrians’ intention to cross, demonstrating the efficacy of VR simulations in replicating realistic pedestrian crossing behavior within immersive virtual environments that closely resemble real-world locations. Notably, studies such as [6] have utilized VR environments to investigate communicating features between pedestrians and autonomous vehicles.

VR has also been employed [16] to develop a pedestrian simulator AR-PED that allows the users total freedom of movement without any physical boundary restrictions. [7] Doric et al. developed a pedestrian simulator for research on pedestrian crossing behavior, risk acceptance and as well investigation of the pre-crash phase under defined and reproducible conditions without the risk of harming real human test subjects.

In our work, we have developed an AV-pedestrian simulator using Unreal Engine 4.26 based on HTC Vive Head Mounted Display. Our simulator allows two simultaneous users: a human driven vehicle and a pedestrian. The simulator can be used to carry out research on pedestrian-driver interactions, as well as for testing Autonomous Driving algorithms with humans in the loop in a safe manner. Unlike previous systems, our approach incorporates multiple sensors, enabling real-time streaming of pedestrian positions within the Virtual Reality world. This enhances the realism of interactions between human drivers and pedestrians in our study. The 3D data availability can prove beneficial for future research, particularly in designing advanced Autonomous Vehicle (AV) systems that consider pedestrian poses.

2 RELATED WORK

2.0.1 Virtual Reality Systems. Virtual Reality (VR) has several advantages compared to real-world tests in AD. VR allows for a safe and cost-effective study and data collection of interactions. A systematic review from [19] shows that the number of Augmented Reality and Virtual Reality papers with applications in AD has been increasing in the most recent years with an increasing interest in Vulnerable Road Users (VRUs), such as pedestrians or cyclists. VR has several advantages over field data collection for AD research. First of all, safety is ensured thanks to the fact that traffic participants interact within a virtual environment. Collision and near-collision scenarios no longer constitute a problem for VRUs. The environment is entirely controllable, which can be useful for studying specific scenarios or testing different hypotheses. Besides, VR is a more cost-effective way to collect data because it does not require the use of real vehicles and expensive sensors.

A systematic review on VR Studies on AV-Pedestrian Interactions can be found in [26]. Studies [2, 3] have focused on pedestrian gap acceptance behaviour and have shown that no statistically significant differences are present between the virtual and the real environments in pedestrians’ intention to cross, demonstrating the efficacy of VR simulations in replicating realistic pedestrian crossing behavior within immersive virtual environments that closely resemble real-world locations. Notably, studies such as [6] have utilized VR environments to investigate communicating features between pedestrians and autonomous vehicles.

VR has also been employed [16] to develop a pedestrian simulator AR-PED that allows the users total freedom of movement without any physical boundary restrictions. [7] Doric et al. developed a pedestrian simulator for research on pedestrian crossing behavior, risk acceptance and as well investigation of the pre-crash phase under defined and reproducible conditions without the risk of harming real human test subjects.

In our work, we have developed an AV-pedestrian simulator using Unreal Engine 4.26 based on HTC Vive Head Mounted Display. Our simulator allows two simultaneous users: a human driven vehicle and a pedestrian. The simulator can be used to carry out research on pedestrian-driver interactions, as well as for testing Autonomous Driving algorithms with humans in the loop in a safe manner. Unlike previous systems, our approach incorporates multiple sensors, enabling real-time streaming of pedestrian positions within the Virtual Reality world. This enhances the realism of interactions between human drivers and pedestrians in our study. The 3D data availability can prove beneficial for future research, particularly in designing advanced Autonomous Vehicle (AV) systems that consider pedestrian poses.

2.0.2 Trajectory Prediction. Pedestrian trajectory prediction is vital for autonomous driving as it enables vehicles to anticipate and react to pedestrian movements, enhancing safety by preventing accidents and ensuring smooth, efficient driving. For instance, [11] proposed a Graph Convolutional Neural Network-based pedestrian trajectory prediction model for generic AV Use Cases. This model used past pedestrian trajectories as the inputs to predict deterministic and probabilistic future trajectories. Other similar models aimed to improve prediction accuracy by considering the social context of interactions. For example, [8] proposed an LSTM pedestrian trajectory prediction model, which considered past trajectories, pedestrian head orientations, and distance to the approaching vehicle as the inputs to the model, as pedestrian head orientations and distance to approaching vehicles may be correlated with pedestrian awareness and perceived collision risks [17].
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(a) Logitech G920 Steering Wheel and Pedals.  (b) Perception Neuron Motion Capture System.  (c) HTC Vive Pro 2.

Figure 2: Hardware components used for capturing data (a and b) and visual feedback to the pedestrian (c).

We consider deep learning based methods for estimating the joint trajectory of both the pedestrian and the car, in order to predict interactions. Deep learning is becoming more and more common in predicting pedestrian trajectories because of its impressive ability to represent data. In particular, the Social-LSTM [1] uses Recurrent Neural Networks (RNNs) to model the trajectory of each pedestrian in combination with a social-pooling operation to consider surrounding agents. Another approach in modeling human-human interaction for pedestrian trajectory prediction is to use graphs, as they can better capture the structure of the scene. Social-BiGAT [9] uses a combination of LSTM to model the trajectory of each pedestrian and Graph Attention Network (GAT) to model their interactions. In our work we decided to use STGCNN network, in order to be able to include multiple agents in the future, we used Social-STGCNN [14], which represents trajectories as a spatio-temporal graph and adapted the network architecture to the problem we are solving.

3 METHODOLOGY

This study introduces a new simulation framework (Figure 1) that allows users to control pedestrians and vehicles in a virtual environment. The framework is powered by the latest advances in computer hardware, software, and networking. The following sections will detail the system design and key components of the system. We also conducted a data collection experiment where we invited participants to evaluate the system and collect their trajectory data. VR allows developers to create realistic simulations of pedestrians in a variety of environments. This allows them to test autonomous vehicles in a safe and controlled environment, and to collect data on how pedestrians interact with autonomous vehicles. This data can then be used to improve the safety and performance of autonomous vehicles. The trajectory data will be analysed with deep learning techniques to develop a trajectory prediction model, which can aid the development of pedestrian simulators as well.

3.1 Design of the Virtual Environment

Developing a virtual reality environment requires combining together a lot of different pieces of hardware and software. In this subsection, we will go through the system components and design. The current system allows a pedestrian and user-controlled vehicle access to the virtual environment at the same time and the setup is illustrated in Figure 3.

3.1.1 Hardware Components. The pedestrian hardware components consist of a Perception Neuron Motion Capture Suit (Fig. 2b) and an HTC Vive Pro 2 Virtual Reality headset (see Fig. 2c). The Perception Neuron Motion Capture Suit is a wearable system that tracks the position and orientation of the body’s major joints. It obtains a pedestrian posture representation which is transferred to the virtual environment to create a realistic digital representation of the virtual pedestrian (pedestrian avatar). The HTC Vive Pro 2 VR headset is a high-end VR headset that provides a sharp, high-resolution image. It also has a wide field of view, which helps to create a more immersive experience. Figure 3a shows a participant wearing the mocap suit and the VR headset. The VR headset is mounting a wifi-adapter that allows the user to move freely, without being tethered to the desktop computer.

A 49-inch screen is used to display the virtual reality environment to the driver. The driver is controlling the virtual vehicle with a Logitech G920 Steering Wheel and Pedals (see Fig. 2a). The Logitech G920 Steering Wheel and Pedals are a high-quality driving simulator set that provides realistic feedback to the driver. This helps the driver to feel like they are actually driving a real vehicle. A driver seat is also used to make the overall experience more similar to a real vehicle, resembling a driver video game. The driver seat can be adjusted to give a comfortable experience to different drivers.

Our current lab allows us to operate in an area of approximately 7 m × 7 m and the current SteamVR Base Station we are using allows an area of up to 10 m × 10 m. This effectively limits the area where
the pedestrian can move, thereby impacting the maximum size of the virtual environment in which the virtual pedestrian can operate. For this reason, we focused on a single-road environment in this first study and we will consider multi-lane scenarios when possible.

The VR environment runs on a desktop computer with an NVIDIA GeForce RTX 3060 Ti GPU and 11th Gen Intel(R) Core(TM) i7-11700 @ 2.50GHz GPU. To keep the costs low we connect both the driver with Unreal Engine (UE) 4.26 software, a powerful game engine Axis Neuron, the software provided by Perception Neuron. Axes TCP/IP connection and also provides an UE 4.26 plugin that can development and easily allows the integration and development of a wide range of features that are specifically designed for VR development.

### 3.1.2 Software Components

The VR environment was designed with Unreal Engine (UE) 4.26 software, a powerful game engine used to create realistic and immersive virtual worlds. It provides a wide range of features that are specifically designed for VR development and easily allows the integration and development of VR games. The motion capture raw information is processed by Axis Neuron, the software provided by Perception Neuron. Axis Neuron allows streaming body posture to Unreal Engine 4.26 via TCP/IP connection and also provides an UE 4.26 plugin that can animate pedestrian avatars. The VR headset is also connected to UE 4.26 via SteamVR, a virtual reality platform. One of the main technical issues faced when combining the VR headset with the motion capture system is given by the fact that they use two different reference systems. Both the VR headset and the Perception Neuron can stream pedestrian position information to UE. We decided to rely on the VR headset’s head position for mapping pedestrian’s location from the real world to the virtual world, and use the motion capture system solely for animating the avatar’s body posture. This is because the motion capture unit that is placed on the head often gives inaccurate head orientation information due to interference with the VR headset placed on top of it.

The driving commands can be sent to pre-built vehicles in UE 4.26 directly. However, this does not allow for the change in vehicle dynamic parameters and does not give access to dynamical information such as vehicle acceleration, angular acceleration or friction. To build a customized vehicle with full access to the dynamic model, we simulate the vehicle dynamics with a Python script, which captures the driver commands and updates the vehicle position in UE 4.26. UE 4.26 provides information such as ground surface structure and vehicle model parameters that allow the Python Script to update the vehicle dynamics. Finally, the positions of pedestrians and vehicles are both mapped into the UE 4.26 virtual environment’s world Cartesian coordinate system.

#### 3.1.3 Map Design

As already mentioned, we used Unreal Engine 4.26 to develop a virtual urban environment. We are interested in studying interactions with a vehicle and a pedestrian when the pedestrian is attempting to cross the road without any road signs (no zebra crossing or traffic lights). We designed a single-lane environment where with a loop-shaped road structure (see Fig. 4a). The shape of the map will be very useful during the data collection experiments, as it allows the driver to constantly drive without having to restart the simulation after each interaction episode is over. We built a 3.65m wide single-lane road (see Fig. 4b) and added some buildings and trees to make it resemble a realistic road. The road includes a combination of straight and curved sections, and at the turning corners, we added buildings of varying shapes and sizes. This diverse setup allows us to collect data across a range of scenarios. Note that the size of all the meshes in the virtual environment, such as pedestrians, vehicles, buildings, and trees, is adjusted to a 1:1 scale with the real world. This is essential because the surrounding environment significantly influences the driver and pedestrian’s perception of their own speed. No obstacles were added near the pavement as we are not interested in studying the effect of occlusion on driver and pedestrian decisions. After setting up the whole simulation system, drivers sitting in front of the driving simulator can see the pedestrian in the virtual traffic environment on the screen while the pedestrian can see the car operated by the driver in the VR headset.

#### 3.2 Trajectory Prediction

Trajectory prediction is important for autonomous driving because it allows the vehicle to anticipate the movements of other traffic participants, such as vehicles, pedestrians, and cyclists. This information is essential for the vehicle to make safe and timely decisions, such as when to brake, change lanes, or accelerate.

The problem can be formulated as follows: we have a group of $N$ agents (vehicles and pedestrians) whose trajectory is observed over a time period $T_o$, and we want to predict their future trajectories over a time horizon $T_p$. For each agent $n$, we represent their trajectory as a set of 2D coordinates $(x_n^t, y_n^t)$ for each time step $t$. We assume that the distribution of these coordinates follows a bivariate Gaussian distribution, denoted as $p_n^t \sim N(\mu_n^t, \sigma_n^{xx}, \sigma_n^{yy}, \rho_n^{xy})$. Our goal is to estimate the parameters of this distribution ($\mu, \sigma, \text{ and } \rho$) and minimize the negative log-likelihood to improve the accuracy of

![Figure 4: Screenshots of the virtual environment.](image-url)
our predictions. We denote the predicted trajectory as \( \hat{\mathbf{p}}_n \), which follows the estimated bi-variate Gaussian distribution \( \mathcal{N}(\mu_n, \sigma_n^2, \sigma_n^2) \). The model is trained to minimize:

\[
L^p(W) = -\sum_{t=1}^{T_p} \log \left( \mathcal{P}(\mathbf{p}_t^n | \mu_t^n, \sigma_t^n, \sigma_t^n) \right),
\]

where \( W \) are all the trainable parameters of the model, \( \mu_t^n, \sigma_t^n, \sigma_t^n \) are the mean, variance, and correlation of the distribution.

3.2.1 Pedestrian Forecasting Architectures. We use the network proposed by [14] for the task of trajectory prediction. The Social-STGCNN model comprises two main components: the Spatio-Temporal Graph Convolution Neural Network (ST-GCNN) and the Time-Extrapolator Convolution Neural Network (TXP-CNN). ST-GCNN performs spatiotemporal convolutions on the graph representation of pedestrian trajectories, extracting compact features representing observed trajectory history. Subsequently, TXP-CNN utilizes these features to predict future trajectories collectively for all pedestrians, earning its name as a Time-Extrapolator due to its role in extrapolating future trajectories through convolution operations.

We have adapted the network architecture proposed in [14] to our problem. The framework is shown in Fig. 6. In particular, the network has been designed to predict pedestrian motion in crowded scenarios. We chose this network architecture because it has shown excellent performance in trajectory prediction tasks and can be easily extended to include more pedestrians and vehicles in the future. Choosing a neural network architecture for its ability to accommodate multiple agents is a strategic decision that prepares for complex scenarios involving multiple entities. This architecture offers flexibility for future scenarios and aligns with the goal of studying multi-agent AV-pedestrian interactions.

Overfitting posed a significant challenge in training on our dataset, prompting the incorporation of dropout and regularization loss in our neural network model. These measures, serving as effective safeguards, enhance model generalization and ensure robust performance on unseen data. We have also changed the number of network layers and conducted ablation studies to better suit our problem. Ablation studies on the network layers and hyperparameters are highlighted in Section 4.2. Finally, we have introduced data augmentation by applying transformations on the input data, including rotations and reflection. This allows to effectively increase the available data without loss of generality.

4 EXPERIMENTS

4.1 Data Collection

We collected interaction trajectories of the pedestrian and the car in our proposed virtual environment. The pedestrian data includes their absolute position with respect to the world Cartesian coordinates of the virtual environment. For the driver, we gathered data on steering, throttle, and brake commands, as well as the car’s absolute position. Our primary objective is to predict the future behavior of pedestrians based on the behavior of the car. Unlike other datasets present in previous literature, our dataset contains not only relative position data but also driving commands from the driver. These driving commands, while directly affecting vehicle actions, are always reflected in the vehicle’s absolute position with a time delay. Therefore, they provide more valuable and time-effective information for predicting pedestrian behavior. For instance, drivers should be aware that in real pedestrian-driver interactions, if they are about to apply the brakes, pedestrians are more likely to attempt to cross the road.

Fig. 5 shows the process of the data collection experiment in the real world and Fig. 7 shows the corresponding scenes in virtual reality. The pedestrian can spawn at any point along the straight road segments and on both sides of the road. This has two main advantages. Firstly, the driver is unaware of the exact pedestrian spawn location, which adds uncertainty to the scenario. Secondly, the data collected has a bigger variety, which can improve the generalisation of machine learning methods, such as those used in Section 4.2. After setting up the whole simulation system, drivers sitting in front of the driving simulator can see the pedestrian in the virtual traffic environment on the screen while the pedestrian can see the car operated by the driver in the VR headset (Fig. 5).

When the driver starts driving, the pedestrian is randomly spawned on the opposite side of the circular road. As a result, buildings obstruct pedestrians from the driver’s view until they make a turn. The pedestrian is unaware of when the car will appear as well. It’s worth noting that each time they spawn, pedestrians need to look straight ahead to calibrate the view of the VR and motion capture unit worn on the head. During the recordings, the pedestrian was told to make a crossing decision every time they saw the car coming. Since the relative initial distance between the car and the pedestrian is random, the data has a wider variety of initial Time To Collision (TTC) values. TTC is a measure of how much time it will take for two objects to collide. It is a critical metric for autonomous vehicles,
Figure 6: Overview of our VR Environment. The VR environments allow AVs or human-driven vehicles to virtually interact with a human-pedestrian.

Figure 7: A screenshot of the map from the road perspective.

Table 1: Ablation study on network layers. The first row indicates the number of ST-GCNN layers. The first column indicates the number of TXP-CNN layers. The metrics are indicated as ADE/FDE in meters for each table entry.

<table>
<thead>
<tr>
<th>ADE/FDE</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.57/0.87</td>
<td>0.60/0.96</td>
<td>0.78/0.90</td>
</tr>
<tr>
<td>3</td>
<td>0.76/0.97</td>
<td>0.78/0.87</td>
<td>0.69/0.89</td>
</tr>
<tr>
<td>5</td>
<td>0.60/0.95</td>
<td>0.51/0.83</td>
<td>0.57/0.92</td>
</tr>
<tr>
<td>7</td>
<td>0.63/0.83</td>
<td>0.63/0.95</td>
<td>0.76/0.97</td>
</tr>
</tbody>
</table>

Table 2: Network performance based on different adjacency matrices and comparison with MLP network. No weights refer to an adjacency matrix with ones on the diagonal, L1 and L2 norms are also analysed. The metrics are indicated as ADE/FDE expressed in meters for each table entry.

<table>
<thead>
<tr>
<th>Category</th>
<th>Car ADE/FDE</th>
<th>Pedestrian ADE/FDE</th>
<th>Average ADE/FDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No weights</td>
<td>3.10/5.81</td>
<td>0.36/0.55</td>
<td>1.73/3.18</td>
</tr>
<tr>
<td>L1</td>
<td>0.93/1.30</td>
<td>0.18/0.30</td>
<td>0.55/0.80</td>
</tr>
<tr>
<td>L2</td>
<td>0.85/1.39</td>
<td>0.17/0.25</td>
<td>0.51/0.83</td>
</tr>
<tr>
<td>Learnable</td>
<td>0.86/1.38</td>
<td>0.19/0.26</td>
<td>0.53/0.82</td>
</tr>
<tr>
<td>MLP</td>
<td>1.13/1.62</td>
<td>0.33/0.65</td>
<td>0.73/1.14</td>
</tr>
</tbody>
</table>

4.2 Experimental Results

We use the network described in [14], consisting of ST-GCNN layers and TXP-CNN layers, with the PReLU activation functions. We choose this network for its excellent capabilities in trajectory prediction tasks and its extendability in the future to include more pedestrians and vehicles. We divide the collected data into three groups: training, validation, and test datasets with roughly a 7:2:1 ratio (i.e. 11 driver-pedestrian pairs for training, 3 pairs for validation and 2 pairs for testing, chosen randomly).

We utilized a training batch size of 32 and employed Stochastic Gradient Descent (SGD) to train the model for 250 epochs, setting the initial learning rate to 0.01 with linear decay. The choice of batch size was influenced by the size of the dataset and compared against network performances obtained with batch sizes of 16 and 64. One of the major problems encountered during training on our dataset was overfitting. To mitigate the risk of overfitting in our neural network model, we have incorporated dropout and regularization loss into our training process. These techniques collectively serve as effective safeguards, enhancing the generalization capabilities of our model and ensuring its performance on unseen data. Ablation studies were also conducted on the number of STGCNN and TXP-CNN layers. As reported in Table 1, the optimal number of layers was found to be 2 STGCNN layers and 5 TXP-CNN layers. A higher number of layers (3 STGCNN) resulted in network performance degradation due to rapid overfitting. On the other hand, a single STGCNN layer might not be enough to capture complex human interactions, therefore resulting in worse performances.

The time horizon for the prediction is set to 2.4s in the future, as this is considered long-term prediction for autonomous driving tasks. The metrics used to evaluate the trajectory prediction model are the Average Displacement Error (ADE) and Final Displacement Error (FDE). We denote with $N_T$ the total number of trajectories in the dataset, $T_{obs}$, the observation time, $T_p$ the prediction horizon. We
Figure 8: Some pedestrian (orange) and car (blue) trajectories with predictions. Previous trajectory: dashed line, future trajectory ground truth: solid line, predicted trajectory distribution: color density area. A missing dash line or solid line indicates that the corresponding agent is not moving.


distance, and a learnable adjacency matrix. Given the simplicity of our prediction task, consisting of trajectories of only two agents, we do not see any considerable improvements with the learnable adjacency matrix. No-weights refers to an unweighted adjacency matrix. We see the best results using the L2 distance, which captures the spatial relationships between the agents. In particular, this result confirms the intuition that the further away the agents are from each other, the less the mutual influence is. Table 2 shows the network performance on the task with the adjacency matrix related to the studies and the comparison with other prediction models. So far, the deep neural network analysis demonstrates that the network is capable of predicting pedestrian and car future trajectories and outperforms other prediction models both in ADE and FDE. Our best model achieves a performance of an ADE of 0.17 m and FDE 0.25 m for the pedestrian prediction, and a performance of 0.85 m/1.39 m for the vehicle. This is due to the fact that the velocities of the two agents are much different from each other. We are looking forward to collecting more data and including skeleton data to release an open-source dataset for deep learning that is based on VR collected data.

Fig. 8 shows some sample trajectories for our prediction task. The pedestrian (orange) is crossing in the vertical direction, whereas the car (blue) is moving in the horizontal direction. The predicted future trajectory distribution is represented with a coloured density. Our method’s trajectory predictions work well, showing that it’s a good fit for our problem. The STGCNN layers ensure that the interactions between the driver and the pedestrian are learnt by the network and correctly predict their behaviour in most scenarios. The sample trajectory predictions show that the method effectively predicts the probability of future positions for the car and the pedestrian.

5 CONCLUSION AND DISCUSSIONS

In this paper, we introduced a VR environment and data collection for pedestrian trajectories, which ensures safety and limited costs for the experiment. The simulator can be used in many different autonomous vehicles research in the area of AV/driver interactions with pedestrians, testing of AV control algorithms, pedestrian behaviour prediction and safety. We then analysed the collected data with a motion prediction system based on deep learning which demonstrates that the system can used to predict trajectories for pedestrians that are not present in the dataset.

While our current virtual environment setup and trajectory prediction are designed for one driver and one pedestrian, they can be immediately extended for the study of multi-drivers and multiple pedestrians. On the VR side, this is done simply by introducing more virtual vehicles and allowing multiple users to be captured at the same time. To further enhance the performance, we may look into multi-agent virtual reality pipelines [15] to effectively develop the VR system, and employ intelligent AI models to coordinate multiple virtual vehicles [24]. Similarly, on the trajectory prediction side, our method can incorporate a dynamic graph structure to consider the nearest road users. To further improve the accuracy of the prediction, we may explicitly model agent behaviours [23] and employ diffusion models for trajectory representation learning [5].

Future research directions will have to include multi-sensor data, as we have only focused on pedestrian-car 2D trajectories following
the setup of existing work [14], thereby neglecting camera or pedestrian pose for making predictions. In our dataset, we also capture the 3D body movement of the pedestrian, as including them may be useful for improving crossing probability estimation [18]. We also explore a more affordable pipeline in capturing human behaviour, as motion capture system may not be easily scalable to a large number of pedestrians. We will look into depth camera-based system that can capture 2.5D images, with existing research showcasing capturing multiple users [22], as well as RGB camera-based systems combined with 3D pose estimation algorithms for extracting multi-human skeletal movement [4].

Gap-acceptance studies for multiple-lane scenarios are also possible future research directions, especially by employing AI-driven vehicles in the scene [28]. This is an easy way to test how pedestrians would behave in multiple-lane scenarios [20], which has not been researched extensively in the literature, due to the costs of setting up such experiments. Despite some initial work of capturing drivers’ and pedestrians’ behaviour in such scenarios [29], there is still much room for research particularly focusing on capturing realistic behaviours and effective behaviour modelling.

Another future research direction that the authors are looking to explore is the comparison between VR-generated facts and real-world data, called distribution mismatch. The advantages obtained via VR (cost-effectiveness and safety) can only be relevant if the interactions between drivers and pedestrians in VR align with real-world outcomes. We will explore opportunities to broaden the applicability of our work beyond pedestrian-car interactions to encompass a more comprehensive examination of various road user interactions, enhancing the overall impact of our research.
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