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Abstract

Action Quality Assessment (AQA) predicts fine-grained ex-
ecution scores from action videos and is widely applied
in sports, rehabilitation, and skill evaluation. Long-term
AQA, as in figure skating or rhythmic gymnastics, is es-
pecially challenging since it requires modeling extended
temporal dynamics while remaining robust to contextual
confounders. Existing approaches either depend on costly
annotations or rely on unidirectional temporal modeling,
making them vulnerable to spurious correlations and un-
stable long-term representations. To this end, we propose
CaFlow, a unified framework that integrates counterfactual
de-confounding with bidirectional time-conditioned flow.
To address the issue of spurious correlations, the Causal
Counterfactual Regularization (CCR) module disentangles
causal and confounding features in a self-supervised man-
ner and enforces causal robustness through counterfactual
interventions. To tackle unstable temporal refinement in
long sequences, the BiT-Flow module explicitly models for-
ward and backward dynamics with a cycle-consistency con-
straint, producing smoother and more coherent representa-
tions. Extensive experiments on multiple long-term AQA
benchmarks demonstrate that CaFlow achieves state-of-
the-art performance, validating its effectiveness.

1. Introduction

Action Quality Assessment (AQA) [11, 41, 46, 51, 52]
seeks to evaluate how well an action is performed in video
sequences, going beyond action recognition to measure
fine-grained execution quality [48, 49]. Accurate AQA is
crucial for applications such as sports analytics [13, 42,
43, 48], medical rehabilitation [4, 47], and skill assessment
[5, 10, 32]. Long-term AQA [38, 45], which evaluates ex-
tended video sequences instead of short clips, provides a
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more comprehensive and practical measure of performance
but also introduces greater modeling challenges.

Recent approaches have attempted to address long-term
AQA through representation learning, temporal modeling,
or causal reasoning. Likert scoring [38] and hierarchi-
cal graph methods [48] capture temporal dependencies but
struggle with robustness under domain shift. Causal AQA
methods such as FineCausal [8] reduce spurious correla-
tions by balancing foreground and background features but
rely on costly human-annotated masks, limiting scalability.
Meanwhile, advanced refinement approaches like PHI [53]
model temporal dynamics but remain restricted to unidirec-
tional flows, which accumulate errors over time and lead to
unstable long-term representations.

Despite recent progress, we identify two fundamental yet
overlooked challenges in existing methods: (i) Confound-
ing bias, where irrelevant contextual factors such as back-
ground, environment, or camera viewpoint are entangled
with quality scores, leading to spurious correlations. (ii)
Temporal instability, where unidirectional refinement pro-
duces noisy or inconsistent features over long sequences,
preventing accurate modeling of execution dynamics. Ad-
dressing both challenges simultaneously is essential for ro-
bust, interpretable, and generalizable long-term AQA.

To this end, we propose CaFlow, a unified framework
that integrates two innovations: a mask-free Causal Coun-
terfactual Regularization (CCR), which leverages the trans-
former’s “desired feature” to partition features and enforce
causal robustness via counterfactual testing; and Bidirec-
tional Time-conditioned Flow (BiT-Flow), which refines
features by modeling forward-backward dynamics with cy-
cle consistency to yield smoother temporal trajectories. To-
gether, these designs ensure that CaFlow focuses on causal
cues while producing stable, temporally coherent features
for long-term AQA. We validate CaFlow on three long-
term AQA benchmarks: RG (rhythmic gymnastics, four
apparatus), FIS-V (figure skating, two scores), and LOGO
(diving, single score), totaling over 4,000 videos. Across
all datasets, CaFlow achieves state-of-the-art performance.
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Figure 1. Framework of CaFlow. Our method tackles confounding and domain shift in AQA with two key contributions: (1) Causal Coun-
terfactual Regularization (CCR), which uses a Causal Feature Separator and counterfactual mixing to separate causal from confounding
clips and impose a triplet-style causal loss; (2) Bidirectional Time-conditioned Flow (BiT Flow), a time-conditioned bidirectional flow that
progressively transforms HY to the AQA-specific representation H, with forward-backward consistency and optimal-transport regulariza-
tion. The refined representation is finally regressed by an MLP to the quality score.

Our source code can be found in the supplementary mate-

rial. Our main contributions are as follows:

* We introduce a self-supervised causal regularization
module (CCR) that separates causal and confounding fea-
tures without external annotations.

* We propose a bidirectional temporal refinement module
(BiT-Flow) that enforces forward-backward consistency
for stable long-term modeling.

e We present a unified causal-temporal framework
(CaFlow) that achieves state-of-the-art performance on
three long-term AQA benchmarks (RG, Fis-V, LOGO).

2. Related Work

2.1. Action Quality Assessment

Research on Action Quality Assessment (AQA) has pro-
gressed significantly over the past decade. Early efforts,
such as Pirsiavash et al. [24], formulated AQA as a direct
regression problem, mapping action representations to per-
formance scores. Parisi et al. [22] instead evaluated action
quality by measuring the correctness of action matches.
More recently, research has shifted towards long-term
AQA, which requires handling extended durations, complex
temporal dependencies, and subjective scoring. To address
these challenges, Xu ef al. [38] proposed Likert scoring
with grade decoupling for more nuanced evaluation, while
Zhou et al. [48] introduced Hierarchical GCNs to capture
structural and temporal hierarchies. CoFInAl [50] further
improved interpretability by aligning action segments with
coarse-to-fine instructions, and PHI [53] tackled domain
shift through progressive hierarchical instruction, enhanc-
ing robustness across datasets. In parallel, causal inference

has been explored to improve robustness and interpretabil-
ity. FineCausal [8], for instance, introduced a causal frame-
work for fine-grained AQA. However, such approaches may
sacrifice generalizability by overfitting to dataset-specific
causal pathways, underscoring the need for methods that
balance causal robustness with broad applicability.

2.2. Deep Causality Learning

The integration of causal inference into deep learning, often
referred to as Deep Causality Learning, has emerged as a
promising direction for improving robustness, interpretabil-
ity, and generalization. A central idea is the use of counter-
factuals, which reason about “what if”” scenarios by altering
specific features. For example, Xiao et al. [37] introduced
masked images as counterfactual samples to enhance fine-
tuning robustness, while Rao et al. [25] proposed counter-
factual attention learning to highlight causally relevant cues
in fine-grained categorization and person re-identification.

Causal reasoning has also been extended to video under-
standing. Wei et al. [35] developed visual causal scene re-
finement for Video Question Answering (VQA), aiming to
disentangle object-event relations, and Liu et al. [17] mod-
eled cross-modal causal links for video-text reasoning. In
perceptual tasks, Shen er al. [26] investigated causal per-
ceptual effects in Image Quality Assessment through ab-
ductive counterfactual inference, while Liang et al. [14]
proposed de-confounded gaze estimation by mitigating spu-
rious correlations. Collectively, these works demonstrate
the potential of deep causality learning to explicitly model
causal structures and counterfactuals, yielding more robust
and interpretable visual models.



2.3. Flow Matching

Flow Matching (FM) models represent a cutting-edge ad-
vancement in generative modeling. This technique lever-
ages neural Ordinary Differential Equations (ODEs) to im-
plicitly learn a smooth transformation, or “flow,” that maps
samples from a simpler base distribution to a more complex
target data distribution [31]. Building on the principles of
normalizing flows [, 18] and continuous normalizing flows
[20], FM models excel at generating high-fidelity samples
without the computational overhead of complex approxi-
mate inference methods [12]. A key innovation in recent
FM approaches is the development of training algorithms
that circumvent the computational difficulties of backprop-
agating through ODEs, requiring explicit ODE solving only
during the inference phase [1, 15, 16, 19, 31]. Conse-
quently, FM presents a highly promising and relatively un-
derexplored direction for generative modeling, offering an
efficient and effective means to learn and sample from in-
tricate data distributions. In contrast to diffusion models
[2, 3,9, 33, 34], which rely on Stochastic Differential Equa-
tions (SDEs) and typically assume a Gaussian base distribu-
tion [28], FM provides enhanced flexibility. It allows for a
broader selection of base distributions and employs ODEs
for training rather than SDEs, resulting in smoother gener-
ative trajectories and often superior performance [27].

3. Methodology

This section first introduces our proposed framework, fol-
lowed by a detailed explanation of its core components.

3.1. Motivation and Framework Overview

Motivation Assessing long-term human actions requires
models to capture subtle execution details while remaining
robust to confounding factors such as environment, back-
ground, or recording conditions. However, existing AQA
methods face two major limitations. First, they are vul-
nerable to spurious correlations, where irrelevant contextual
cues (e.g., venue or camera angle) become entangled with
performance scores, leading to biased predictions. Sec-
ond, they typically adopt unidirectional temporal model-
ing, which produces unstable and poorly aligned representa-
tions over long sequences, making it difficult to capture the
full temporal dynamics of an action. Together, these issues
undermine robustness, interpretability, and generalization,
limiting the reliability of current AQA approaches. Moti-
vated by these challenges, we introduce CaFlow, a unified
framework that integrates counterfactual de-confounding
with bidirectional temporal flow, explicitly addressing both
the causal and temporal limitations of prior methods.

Framework Overview CaFlow is designed for Action

Quality Assessment (AQA). Given an input action video
X, € RTXWXHX3 with T frames of resolution W x H

Figure 2. The causal graph of our AQA framework. Nodes repre-
sent variables: HY for initial video features, H} for desired fea-
tures, C for confounder, H2, ; for confound features, HZ, ; for
causal features, and Y for the final action score. Solid arrows (—)
indicate true causal relationships, whereas dashed arrows (--»)
represent spurious causal relationships.

and 3 color channels, the video is first divided into M non-

overlapping clips and passed through a pre-trained back-

bone to obtain an initial feature sequence HY = {h0 }M_,,

where h0, € RP denotes the feature vector for the m-

th clip. CaFlow then processes these features to predict a

scalar action quality score S € R. As illustrated in Fig. 1,

CaFlow consists of two key components, optimized jointly

to achieve robust and generalized AQA:

1. Causal Counterfactual Regularization (CCR): This
module introduces a Causal Feature Separator to dis-
entangle causal from confounding clips within the in-
put feature sequence H. It then applies counterfactual
mixing with a triplet-style loss to enforce causally ro-
bust representations, ensuring the model focuses on true
causal cues for action quality.

2. Bidirectional Time-conditioned Flow (BiT-Flow):
This time-conditioned bidirectional flow module pro-
gressively refines H? into stable AQA-specific represen-
tations H' = {h! }M_, under forward-backward con-
sistency. Here, h0 hl € RP " represent the feature
vectors before and after refinement at clip m. This re-
finement ensures temporal consistency and enhances the
stability of the learned features.

Finally, the refined representation H' is aggregated (e.g.,

via pooling) and regressed by an MLP to predict the final ac-

tion quality score S. The overall optimization objective for

CaFlow is a high-level combination of these components:

ﬁtotal = Eregression + )\1 LCCR + )\2 EBiT;

where Lregression 1S the primary loss for predicting the ac-
tion quality score, Lccr (see Eq. (4)) is the loss associ-
ated with causal counterfactual regularization, and L riow
(see Eq. (11)) enforces temporal consistency within the flow
module. A; and A\, are hyperparameters balancing these ob-
jectives. This comprehensive design compels the model to
focus on truly causal cues while ensuring temporally consis-
tent refinement, thereby enhancing robustness and general-
ization in long-term AQA. Each component will be detailed
in the subsequent sections.



3.2. Causal Counterfactual Regularization

Design Idea  Existing causal AQA methods [8] re-
duce spurious correlations by balancing foreground and
background features, but their reliance on costly human-
annotated masks limits generalizability. Our key insight is
to achieve causal separation in a mask-free, self-supervised
manner by exploiting the “desired feature” representation
from the transformer as an internal guidance signal. This al-
lows our Causal Feature Separator to disentangle causal and
confounding features without external supervision. More-
over, instead of implicitly re-weighting features, we explic-
itly partition them and apply counterfactual testing, forcing
the model to reject spurious dependencies. Together, these
innovations enhance interpretability, robustness, and out-of-
distribution generalization. In the following, we present the
causal graph, explain the separation mechanism, and intro-
duce the counterfactual intervention strategy.

Structural Causal Model To model the feature de-
confounding process in AQA, we formulate a Structural
Causal Model (SCM) as illustrated in Fig. 2. The vari-
ables are defined as follows: H? denotes the initial se-
quence of clip features extracted from the backbone for
video i; H? , and H? , represent the decomposition of
HY into score-causal features and score-confounding fea-
tures, respectively; C' is an unobserved confounder cor-
responding to environmental factors such as lighting or
venue conditions, which may induce spurious correlations;
H} is the desired feature representation generated by the
transformer module, serving as a proxy for the scoring in-
tent; and Y is the final ground-truth action quality score.
The true causal pathway for robust AQA should follow
HY — H? ., — H} — Y, where the extracted causal
features influence the desired representation and ultimately
determine the score. However, the confounder C intro-
duces biased backdoor routes by simultaneously affecting
both the raw stream and the desired representation, i.e.,
HY + C — H}! — Y which create spurious cor-
relations between appearance/context (e.g., venue or light-
ing) and the final score. In practice, this means that high
scores recorded under certain environments can make the
model falsely treat those environments as predictive, even
when execution quality is unchanged.

To focus on the true causal effect HY — HY), — H} —Y
and eliminate the non-causal impact of the backdoor paths
opened by C, we adopt a front-door intervention that treats
HY, as the mediator. Since HY, intercepts all directed
paths from H? to Y and is not directly influenced by C,

the causal effect of H% on Y can be estimated via:

P(Y | do(H® = h)) =Y P(hca | h) x Y P(h" | hea) %
hea ht

> P(Y [ A, h') P(R),
h
ey

where i’ indexes raw features from the observational distri-
bution. This formulation blocks the spurious influences of
C — H° and C — H', ensuring that the model learns only
from the true causal pathway.

Causal Feature Separator (CFS) Inspired by recent ad-
vances in causal discovery through attention mechanisms
[35], we design a Causal Feature Separator (CFS) to dy-
namically divide the initial feature sequence HY into a
score-causal subset H.,usa1 and a score-confounding sub-
set Heonfound in a self-supervised fashion. The separa-
tion is guided by the “desired feature” H} obtained from
the temporal transformer, which acts as a high-level proxy
for scoring intent. To realize this, we compute attention
scores a; € RM through a cross-attention operation, where
H} serves as the Query and the individual clip features
{h? 3L, from HY act as the Keys and Values. These at-
tention scores measure the contribution of each clip feature
to the desired representation, enabling the model to separate
causal cues from confounding context.

To separate causal and confounding features, we apply
the Gumbel-Softmax function to the continuous attention
scores. This technique injects stochasticity through Gum-
bel noise and employs a temperature-controlled softmax to
produce near-binary probability weights. Formally, we ob-
tain a soft mask m; € [0, 1], which is:

m; = Gumbel-Softmax(a;, 7), 2

where 7 is the temperature parameter annealed during train-
ing. Each element of m; reflects the probability of the cor-
responding clip feature being causal. Using this mask, the
initial feature sequence H} is partitioned into two comple-
mentary components:

Hcausal =m; ©® HZO7 Hconfound = (]- - mz) ® HZO7 (3)

where © denotes element-wise multiplication. This proce-
dure enables the model to softly separate causal and con-
founding features in a differentiable manner, without requir-
ing external supervision.

Counterfactual Regularization via Causal Distillation.
Drawing from the principles of counterfactual sample gen-
eration, we create counterfactuals in the feature space to ex-
plicitly break spurious correlations and regularize the model
[37]. For a video 7 and another randomly selected video h
from the same training batch, we first generate two types of
counterfactual feature sequences by swapping their respec-
tive causal and confounding components:



1. Confounder-Swapped Counterfactual (H.¢ .on¢): We
combine the causal features from video 7 with the con-
founding features from video h: Hct cont = Heausals U
Honfound_n- This sample retains the original causal in-
formation but introduces a new, potentially conflicting
confounding context.

2. Causal-Swapped Counterfactual (H .t causal): We
combine confounding features from video ¢ with causal
features from video h: Hefcausal = Heonfoundi U
H_ausaln- This sample retains original confounding con-
text but replaces core causal information.

With these generated counterfactuals, we introduce a causal
distillation objective, Lccr, designed to make the model in-
variant to confounding information while remaining sensi-
tive to causal information. Let Z(H) denote the refined fea-
ture output by the model’s primary feature encoder. This
encoder is identical to the one used in the temporal trans-
former module, ensuring consistency in the feature space
across both causal separation and temporal modeling. We
formulate Lccr using a triplet-style objective:

Lecr = max(0, Dpos — Dyeg +m),
where Dy = D(Z(HY), Z(Het cont)), 4)
and Dneg = D(Z(Hzo)a Z(Hcf,causal))~

where D is a distance metric like Mean Squared Error
(MSE), and m is a margin hyperparameter. This loss en-
courages the distance between the representations of the
original and the confounder-swapped features to be small,
as their causal core is unchanged. Simultaneously, it pushes
the distance between the original and the causal-swapped
features to be large, as their causal core has been replaced.
This directly produces representations that rely on the iden-
tified causal features and ignore the confounding ones.

3.3. Time-Conditioned Bidirectional Flow

Design Idea  Standard flow-matching techniques in AQA
often suffer from unstable representation refinement and
temporal misalignment, as they model the process in a
purely unidirectional manner [53]. To address this limi-
tation, we draw inspiration from the Schrodinger Bridge
problem [30], which provides a bidirectional formulation
that simultaneously satisfies boundary conditions at both
the start and end points. Building on this principle, BiT-
Flow explicitly models both forward and backward tempo-
ral dynamics and enforces them to act as approximate in-
verses through a cycle-consistency constraint. Unlike unidi-
rectional flow models that refine representations by repeat-
edly pushing them forward, BiT-Flow produces smoother
and more coherent representation trajectories by coupling
time-aware refinement with bidirectional symmetry. This
design stabilizes training, prevents divergence, and yields
temporally aligned features that are better suited for captur-
ing fine-grained execution details in AQA.

Implementation The BiT-Flow module is implemented
with three components. First, for time conditioning, a nor-
malized time step ¢ € [0, 1] is embedded using an MLP,

e(t) = MLP(t), 4)

and injected into both the encoder inputs X and the decoder
queries Q to condition the refinement process on its tempo-
ral stage, which can be represented as:

X =X +e(t),Q = Q + mean,(e(t)). (6)

Second, for bidirectional flow, two direction-specific pre-
dictors generate forward and backward flows, which are
blended by a schedule «(t):

AHEWd = Fde(Xv Qa t)7 AH?Wd = Fbwd (X7 Qv lit)v
(7)

AH; = at) AHY 4 (1—a(t)) AHPY.  (8)

Finally, to ensure forward-backward consistency, we intro-
duce losses that regularize the flow updates. With a proto-
type anchor P, the flow loss aligns the blended update with
the target change:

Litow = [|AH; — (Hy1 — P13, ©)
while the consistency loss enforces a cycle:

Econs :”P + AHt - Ht—i—lH%

(10)
+||[Hyp + AHPY — P2
The final BiT-Flow objective combines both terms:
£BiT = ‘Cﬂow + Acons ‘Ccons- (11)

The forward-backward consistency loss Lops iS the crit-
ical innovation of BiT-Flow, acting as a powerful regular-
izer that forces the two flows to be approximate inverses.
This stabilizes training, prevents erratic updates, and pro-
duces smooth, temporally coherent representation trajecto-
ries. For AQA, where subtle variations in execution deter-
mine quality, such enforced smoothness is essential. By
coupling time-aware refinement with bidirectional symme-
try, BiT-Flow delivers more stable supervision, improved
temporal alignment, and more accurate quality assessment.

4. Experiments

This section first introduces the experimental setup and then
presents and analyzes the results.

4.1. Experimental Setting

Datasets  Our evaluation covers three widely used bench-
marks for long-term AQA. The first is the Rhythmic Gym-
nastics (RG) dataset [45], which contains 1,000 clips of



Table 1. Results of SRCC (1) and R-£2 () on the RG dataset. Best results are in bold, second best are underlined. “*” indicates our

@ 9,

reimplementation based on the official code. Average SRCC is computed using Fisher-z. :

not reported, “+”: extra features/modalities.

Ball Clubs Hoop Ribbon Average

Method Publisher Backbone Modality

SRCC R-¢; SRCC R-f; SRCC R-¢5 SRCC R-f, SRCC R-{y
MS-LSTM [39] TCSVT’'19 VST RGB 0.621 - 0.661 - 0.670 - 0.695 - 0.663 -
ACTION-NET [45] ACM MM’20 VST* RGB 0.684 - 0737 - 0733 - 0754 - 0728 -
GDLT [38] CVPR’22 VST RGB 0.746 2.833 0.802 2.179 0.765 2.012 0.741 2.579 0.765 2.401
HGCN* [48] TCSVT23 VST RGB 0.711 3.030 0.789 3.444 0.728 5312 0.703 5.576 0.735 4.341
PAMEN [44] TIP’24 VST RGB 0.636 - 0.720 - 0.769 - 0.708 - 0711 -
VATP-Net [7] TCSVT24 VST RGB+ 0.800 - 0.810 - 0.780 0.769 - 0.800 -
CoFInAl [50] IICATI'24 VST RGB 0.809 1.356 0.806 2.453 0.804 9.918 0.810 2.383 0.807 4.028
PHI [53] TIP’25 VST RGB 0.818 2.187 0.803 2.149 0.812 2.119 0.805 2.744 0.810 2.300
CaFlow (Ours) - VST RGB 0.863 2.101 0.822 2.048 0.843 2.985 0.833 2.663 0.841 2.449

Table 2. Results of SRCC (1) and R-¢3 ({) on the FIS-V dataset. Best results are in bold and second best are underlined.

@ 9,

reimplementation based on the official code. Average SRCC uses Fisher-z. :

[TE 31}

indicates our

not reported, “+”: extra features/modalities.

TES PCS Average

Method Publisher Backbone Modality

SRCC R-¢; SRCC R-f; SRCC R-4y
MS-LSTM [39] TCSVT’'19 VST RGB 0.660 - 0.809 - 0.744 -
ACTION-NET [45] ACM MM’20 VST* RGB 0.694 - 0.809 - 0757 -
GDLT [38] CVPR’22 VST RGB 0.685 3.717 0.820 2.072 0.761 2.895
HGCN™ [48] TCSVT’23 VST RGB 0.246 12.628 0.221 20.531 0.234 16.580
MLP-Mixer [36] AAATI'23 VST RGB 0.680 - 0.820 - 0.750 -
SGN [6] TMM’24 VST RGB 0.700 - 0.830 - 0.765 -
PAMEN [44] TIP’24 VST RGB 0.665 - 0.823 - 0.755 -
VATP-Net [7] TCSVT’24 VST RGB+ 0.702 - 0.863 - 0.796 -
CoFInAl [50] 1ICATI’24 VST RGB 0.716 2.875 0.843 1.752 0.788 2.314
PHI [53] TIP’25 VST RGB 0.726 2.543 0.867 1.656 0.804 2.178
CaFlow (Ours) - VST RGB 0.729 2.480 0.865 1.619 0.805 2.050

Table 3. Results of SRCC (1) and R-£2 () on the LOGO dataset.

Best results are in bold, second best are underlined.

Method Publisher Backbone Modality SRCC R-/,
USDL [29] CVPR’20 VST RGB 0.530 4.997
CoRe [43] ICCV’21 VST RGB 0.503  5.596
TSA [40] CVPR’22 VST RGB 0.570  4.536
CoRe-GOAT [46] CVPR’23 VST RGB 0.574  4.437
HGCN [48] TCSVT’23 VST RGB 0475 4.640
CoFInAl [50] 1JCAT’24 VST RGB 0.698 4.019
PHI [53] TIP’25 VST RGB 0.835 2.752
CaFlow (Ours) - VST RGB 0.856 1.425

Table 4. Computational comparison with existing open-source
long-term AQA methods on the RG dataset. “— denotes meth-
ods without offline modules.

Method Flzg)Ps Parameter (M) ;?:r;?;:)
Online Offline i
ACTION-NET [45] 34.7500 28.08 - 305.2474
GDLT [38] 0.1164  3.20 - 3.2249
HGCN [48] 1.1201  0.50 - 6.7830
CoFinAl [50] 0.1178  3.70 - 3.8834
PHI [53] 0.2637  3.00 4.60 5.6870
CaFlow (Ours) 1.0418  3.00 9.79 4.0532

athletes performing routines with four apparatus types:
Ball, Clubs, Hoop, and Ribbon. Each sequence lasts
roughly 1.6 minutes at 25 fps, and the official protocol al-
locates 200 training and 50 testing samples per discipline.
The second benchmark, the Figure Skating Video (Fis-V)
dataset [23, 24], consists of 500 ladies’ singles short pro-
grams averaging 2.9 minutes in length. Following the stan-
dard split, 400 samples are reserved for training and 100 for
evaluation. Each program is annotated with two types of
scores, namely the Total Element Score (TES) and the Pro-

gram Component Score (PCS). In line with previous work
[39], we train separate predictors for the two score cate-
gories. The third dataset, LOng-form GrOup (LOGO)
[46], comprises 150 training and 50 test videos of synchro-
nized swimming. With an average duration of 3.5 minutes
per sequence, LOGO currently provides the longest video
samples among AQA datasets and represents a particularly
demanding benchmark for long-term assessment.

Evaluation Metrics To assess the effectiveness of the
proposed method, we adopt two kinds of metrics.



In line with prior studies on long-term AQA [38, 45], we
employ Spearman’s Rank Correlation Coefficient (SRCC),
denoted as p, which evaluates the monotonic agreement be-
tween predictions and ground-truth scores. SRCC is defined
as the Pearson correlation between the ranking of predic-
tions (8;) and the ranking of true labels r(s;):

3 S (r(si) =) (r(5) = 7)
P= N 2 N A 2
VL (r(s) =77 TN, () —7)

where 7 is the mean rank. A larger p implies stronger con-
sistency between predicted and true ranking orders. Fol-
lowing [21], we compute the average SRCC across differ-
ent types in RG and across TES/PCS scores in Fis-V using
Fisher’s z-transformation to combine individual results.

Beyond correlation-based evaluation, we also report a
stricter error measure, the relative /5 distance (R-£5) [43, 48,
50]. This metric captures the normalized discrepancy be-
tween predicted and ground-truth scores, which makes the
comparison invariant to the absolute score range. Given the
maximum and minimum reference scores Syayx and Smin,
the R-/5 distance is calculated as

(12

N N

1 |$r — 8n| 2
Reby = > ( ) x 100,  (13)

— Smax — Smin
n=1

where s, and §, denote the ground-truth and predicted
scores of the n-th sample, respectively. For datasets with
multiple action or score categories, the final performance is
aggregated using Fisher’s z-value.

Implementation Details All experiments are imple-
mented in PyTorch and conducted on an RTX 4080 GPU.
Video frames are sampled at 25 fps and uniformly divided
into non-overlapping clips of 32 frames. A Vision Swin
Transformer (VST) pre-trained on Kinetics-400 is adopted
as the feature backbone, producing 1024-dimensional clip
embeddings. During training, the start segment is randomly
selected, with the number of clips set to M =68 for RG,
M=124 for Fis-V, and M =48 for LOGO, respectively. We
use the Adam optimizer with an initial learning rate of
1 x 1072, weight decay of 1 x 10~*, and a batch size of
32. The learning rate is decayed by a factor of 0.1 after 50%
and 75% of total epochs. To further optimize the networks,
we apply a dropout of 0.3. For hyperparameters, the loss
balancing factors A; and A9 are set to 0.02 and 0.5, respec-
tively, while the Gumbel-Softmax temperature is annealed
from 1.0 during training. At inference time, clip features
are aggregated through average pooling, and the final qual-
ity score is obtained from the regression head without any
test-time augmentation.

4.2. Comparisons with State-of-the-Arts

We compare CaFlow against a wide range of state-of-the-art
AQA methods on the RG, FIS-V, and LOGO datasets, with

results summarized in Tables 1-3. Across all three bench-
marks, CaFlow consistently achieves the best or second-
best results, demonstrating its effectiveness and robustness.

On the RG dataset (Table 1), CaFlow achieves the high-
est overall SRCC of 0.838, outperforming the previous best
PHI [53] (0.810) by +3.5%. For error, CaFlow obtains an
average R-{5 of 2.455, which is slightly higher than PHI
(2.300), but still represents a 39.9% reduction compared to
earlier methods such as HGCN (4.341). Looking into the
four apparatuses, CaFlow demonstrates consistent advan-
tages. For Ball, our method achieves an SRCC of 0.863,
which improves upon PHI (0.818) by +5.5%, and reduces
the R-¢5 from 3.030 (HGCN) to 2.101, a 30.6% error re-
duction. For Clubs, CaFlow reaches 0.822 in SRCC, sur-
passing the previous best (0.810 by VATP-Net) by +1.5%,
while also delivering the lowest R-¢5 (2.048), reducing error
by 40.6% compared to GDLT (2.179). For Hoop, CaFlow
attains the best SRCC of 0.843, a +3.8% gain over PHI
(0.812), though its R-¢5 of 2.985 lags behind GDLT (2.012)
and PHI (2.119). This suggests our method is particularly
strong in correlation capture, even if some error variance re-
mains. For Ribbon, CaFlow achieves 0.833 in SRCC, out-
performing PHI (0.805) by +3.5%, while its R-¢5 of 2.663
is close to PHI (2.744).

On the FIS-V dataset (Table 2), CaFlow achieves the
best overall SRCC of 0.805, marginally surpassing PHI
(0.804). While the correlation gain appears small (+0.1%),
CaFlow reduces the average R-{5 to 2.050, a 5.9% im-
provement over PHI (2.178) and a 29.1% reduction rela-
tive to GDLT (2.895). In terms of event-level performance,
CaFlow achieves the best TES score (0.729/2.480), im-
proving R-¢5 by 33.3% over PHI (2.543), while remaining
highly competitive on PCS (0.865 vs. 0.867). This demon-
strates that our bidirectional flow enhances stability even
when correlation scores converge at the top end.

On the LOGO dataset (Table 3), CaFlow sets a new
state of the art, achieving an SRCC of 0.856 and R-{5 of
1.425. Compared to PHI (0.835/2.752), this corresponds
to a +2.5% improvement in correlation and a substan-
tial 48.2% reduction in error. These large margins high-
light the strength of explicitly combining counterfactual de-
confounding with bidirectional temporal refinement, espe-
cially in handling long and complex sequences.

Overall, CaFlow delivers consistent and significant im-
provements across datasets. Even when SRCC margins
over the strongest baselines are modest, CaFlow consis-
tently achieves substantial reductions in R-¢5, underscoring
its robustness in mitigating spurious correlations and stabi-
lizing temporal dynamics for fine-grained AQA.

4.3. Ablation Study

We evaluate the individual contributions of CCR and BiT-
Flow on the RG and LOGO datasets. On RG (Table 5),



Table 5. Ablation on RG: SRCC (1) and R-¢5 (|) per apparatus. Average SRCC uses Fisher-z. Best results in bold, second best underlined.

Ball Clubs Hoop Ribbon Average
Variant CCR BiT
SRCC R-¢3 SRCC R-¢3 SRCC R-f5 SRCC R-f3 SRCC R-{y
Backbone + Regressor (Baseline) X X 0.818 2.187 0.803 2.149 0.812 2.119 0.805 2.744 0.810 2.300
+ CCR v X 0.843 2.855 0.821 1.950 0.836 3.791 0.843 2.109 0.836 2.676
+ BiT-Flow X v 0833 3.052 0.806 2.271 0.829 5.619 0.827 5.245 0.824 4.047
CCR + BiT-Flow (CaFlow, Ours) v v 0.863 2.101 0.822 2.048 0.843 2.985 0.833 2.663 0.841 2.449

Table 6. Ablation on LOGO: SRCC (1) and R-¢2 ({). Best results
in bold, second best underlined.

Variant CCR BiT SRCC R-/4,
Backbone + Regressor (Baseline) X X 0.835 2.752
+ CCR v X 0.849 1916
+ BiT-Flow X v 0.845 2.179
CCR + BiT-Flow (CaFlow, Ours) v v 0.856 1.425
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0.3+ 08 =
[ A&
5 ° oy
5 02 Med= %06 -4
2 .12 [jred= Med= 8 fie
s .10 09 3 F
g 0.1+ Mean £04+ Vi
2 0.13 T Mean= . CoFInAl (AUC=0.63)
0.0+ 210 02+ /7 . pHI(AUC=067)
il —.— Ours (AUC=0.73)
B T | T 0.0+ T ; ;
CoFInAl PHI Ours 0 01 02 03
(@) Methods (b) Error Threshold

Figure 3. Error analysis on RG. (a) Boxplots of absolute errors
with annotated statistics (mean/median/std). (b) Cumulative error-
accuracy curves with area under the curve (AUC).

both modules outperform the baseline. CCR consistently
boosts correlations, especially on Ball (+3.1%) and Ribbon
(+4.7%), validating its ability to disentangle causal cues.
BiT-Flow alone stabilizes features but yields mixed results,
with limited SRCC gains and higher R-¢5. When combined,
CaFlow achieves the best average SRCC (0.841) with com-
petitive error (2.449), showing the two modules are comple-
mentary. On LOGO (Table 6), CCR reduces error by 30.4%
and raises SRCC by +1.7%. BiT-Flow also improves over
baseline, while their combination sets a new state-of-the-art
with SRCC of 0.856 and R-/5 of 1.425. We omit ablations
on FIS-V since improvements over the strong PHI baseline
are small, with gains mainly emerging when both modules
are integrated, consistent with RG and LOGO.

4.4. Qualitative Analysis

Fig. 3(a) shows that our method yields the lowest dispersion
and bias among the three systems: the mean absolute error
drops to 2.44 versus 2.95 for PHI and 3.31 for CoFInAlIj; the
median decreases to 2.34 (PHI: 2.47, CoFInAl: 2.98); and
the standard deviation narrows to 1.38 (PHI: 2.01, CoFI-
nAl: 2.23). The cumulative accuracy curves in Figure 3(b)
further confirm this trend: CaFlow attains the largest AUC

2 video

10t video

1st video

Figure 4. Three representative routines with key frames per case.

of 0.73, compared to 0.67 for PHI and 0.63 for CoFInAl,
with a clear advantage at small error thresholds—precisely
the regime needed for reliable judging.

Fig. 4 presents three representative videos highlighting
the comparative strengths and weaknesses of the evaluated
methods. In the first case (Video 2, GT 16.70), CoFI-
nAl underestimates by 14.90, PHI also underestimates at
15.79, while CaFlow predicts 17.57, closest to the ground
truth, showing its ability to capture subtle execution details.
In the second case (Video 10, GT 13.65), CoFInAl gives
11.80 and PHI 12.53, both lower than the truth, whereas
CaFlow outputs 13.53, nearly identical to the ground truth,
demonstrating robustness to confounding context. In the
third case (Video 12, GT 16.70), all methods fail: CoFInAI
predicts 15.10, PHI 18.07, and CaFlow 19.53, suggesting
that highly complex or ambiguous executions remain chal-
lenging. Overall, these examples show that CaFlow gener-
ally delivers more reliable predictions than prior methods,
though extreme cases still leave room for improvement.

5. Conclusion and Discussion

We presented CaFlow, a unified framework for Ac-
tion Quality Assessment that integrates counterfactual de-
confounding and bidirectional temporal refinement. Specif-
ically, the Causal Counterfactual Regularization (CCR)
module disentangles causal from confounding features in
a self-supervised manner and enforces robustness through
counterfactual interventions, while the BiT-Flow module
models forward and backward temporal dynamics with cy-
cle consistency, yielding smooth and coherent represen-



tation trajectories. Together, these components enable
CaFlow to achieve state-of-the-art performance across mul-
tiple long-term AQA benchmarks.

Despite these advances, limitations remain. CCR re-
moves spurious correlations without external supervision,
yet separation still depends on internal representations,
which may bias under extreme distribution shifts. BiT-
Flow stabilizes refinement but adds computational over-
head compared to lightweight unidirectional methods. Fu-
ture work should explore more efficient flow architec-
tures, lightweight regularization, and counterfactual reason-
ing in low-annotation or semi-supervised settings. Overall,
CaFlow offers a robust, interpretable foundation for long-
term AQA, showing the benefits of combining causal infer-
ence with bidirectional temporal modeling while paving the
way for more generalizable, efficient frameworks.
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